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TREATMENT CONTRASTS IM PAIRED COMPARISONS
I. BASIC PROCEDURES WITH APPLICATION TO FACTORIALS!

Ralph A, Dradley Abdalla T. Il-lielbawy

Florida State University University of Cairo

"Tallahassece, Florida, U.S.A. Cairo, United Republic of Egypt
SUMMARY

A simple procedure for consideration of specified treatment contrasts or
sets of contrasts in a paired comparisons experiment is developed., General
likelihood estimation and likelihood ratio tests are given. Specified treatment
comparisons as appropriate in a particular experiment may be made. The procedure
may be used for consideration of factor effects and interactions when the treat-
ments in paired comparisons are factorial treatment combinations, An example
is given of a taste preference experiment on coffee with factors, brew strength,
roast color and brand, each at two levels., Results are summarized in an

analysis of chi.square table very analogous to the typical analysis of variance

sumary.

1
Research supported at the Florida State University by the Army, Mavy
and Air Force through ONR Contract 1100014-67-A-0235-0006. Reproduction in
wholc cr in part is permitted for anv purpose of the Unitcd States Covernment.
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1. INTRODUCTIO!

Bradley and Terry (1952) presented a model and a method of analysis for
paired comparisons generalized slightly by Dykstra (1960). In the basic experi-
ment, t treatments, Tl’ cauy Tt’ are compared with nij comparisons of Ti
and Tj' nij 20, i<j, i,j=1, ..., t. Some of the comparison sizes nij
may be Zero but linkage of comparisons is required in the sense that there must
not be any subset of the treatments for which no treatment is compared with any

treatment of the complementary subset. The model postulates the existence of

treatuent parameters, LA for Ti’ LAY 20,

z LI l ., (1.1)

such that the probability of selection of Ti from the pair (Ti'Tj)‘ jri,
is
P(Ti > Tj) - "i/("i + ﬂj) . (1.2)

Likelihood methods were used. On the assumption of independence of selec-

tions, the likelihood function is
ai nij
L =1y /igj (ry + 7 B, (1.3

where a, is the total number of selections of Ti in the entire experiment,
i=1, ..., ¢, g a, = igj nij' and 7' = ("1’ teey nt). Uhen L(n) is maximized
subject to (1.1) as a constraint and if Py is the likelihood estimator of

n, (and p of ), the likelihood equations are

i
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5 where Z' represents a sum with j # i. Bradley (1975) has summarized the
E j
various bases for the model and results associated with it, giving an extemsive

bibliography.

In applications, situations arise in which special comparisons or contrasts

TV —— e T

among treatments are of interest. Abclson and Dradley (1954) considered the
! 2 x 2 factorial and Cl-lielbavy (1974) the 2™ factorial. This paper considers
orthogonal treatment contrasts more generally and the results may be applied to
any set of factorial treatment combinations. The factorial models attempted
carlier have been modified and simplified although numerical results in applica-

f tions are closely similar.

David (1963, Section 4.1) noted that the basic neihod is unchanged if (1.1)

] is replaced by other scale-determining constraints and suggested

Z 2n L =0 . (1.6)
i

Bradley (1953), in comparing the method with that of Thurstone (1927), suggested
that £n L plays the role of a location parameter for Ti' Treatment contrasts

wvill be specified as linear contrasts among

Y, = in L i=1, ..., t . (1.7)

2. LIKCLIIIOOD ESTIMATION

Let gm bean mx t matrix, 0 <m s (t - 1}, with zero-sum, orthonormal

rows. Let y(m) and y(p) be the column vectors with i-th elements \ in
(1.7) and 2n ;s i=l, ..., t; let T Dbe an m-element column vector with

elements FP, k=1, ..., m, to be used as Lagrange multipliers; and let gm
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and it be respectively column vectors of m zero eloments and t wunit elements,

The general estimation problem is to find estimators p; of ms is=s1, ..., ¢,

or p of 7, maximizing L(7) in (1.3) subject to the constraints,

1
. Y(m =0, 2.1)
-—m

incorporating (1.6). Thus, using the method of Lagrange multipliers, we maximize

- fnL ' .0 . .
e (0 + @ | (2.2)

subject to (2.1). Throughout this work we assume that p; ? 0, i=1, ..., ¢
Ford (1957). 1n shouxng convergence of an 1terative solutzon to (1.4) and (1 5)
assured this by the following Ford Cond;tion In every possxble partition of
the t treatments into two non-empty subsets, some treatment in the second
subset has been preferred at least once to some treatment in the first subset.

Let

B, (p) = a - JZ—i-l—- i=1, ou, t , (2.3)

and let E(p) be the t-eloment _vlumn vector with elements in (2.3). The

equations necessary for maximization of Q(r) reduce to

E(p) +B'T=0, , (2.4)
and
B = 0 (2.5)
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together with the scale-determining cequation,

: Jeip, =0 (2.6)
. 1

or (1.5) as desired; it is easy to show that FO s 0. Multiplication on the

left of (2.4) by Em shows that T = -Enfﬁn) and that (2.4) reduces to
-« B! b =
(lt BmBm)EIE) Qt ’ 2.7

vhere 1{ is the t x t identity matrix. Let

Da Et - B!§ (2.8)
1
with typical elepent Dij‘ Then (2.7) may be rewritten
2
E"bi(l)_)‘()n 1=1| "':t > (2-9)
where
( =Z'-ni-j—— -LZ'F(ﬁP—ij— (2.10)
¢i 0 © p. * D, DPs & V5 2) D.. ° :
j i j ij ii
# Notc that Dii >0, m=1, ..., t -2, Yhen m= (t ~ 1), a deterministic

solution follows from (2.1) alone - cach vio® 0, L 1 or, with scale adjust-

ment, each mo= 1/t. Yhen m = 0, Em is non-existent and (2.4) or (2.7)

reduces to (1.4) or we may use (2.9) with Dij =0, i#3, Dii =1,

i,j =1, ..., t, in (2.10). An iterative solution to (2.9), (2.5}, and (2.6)

is considered now,

j
i
f
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3. ITERATIVE SOLUTION OF LIKELIHOOD CQUATIONS

Let 2(0) and p_m satisfying (2.5) and (2.6) be initial and r-th
approximations to p, the solution of (2.9), (2.5), and (2.6). That 2(0)
p@ .1

exists is clear because = 1, meets the requirements. The means of

obtaining 2_("1) from p_(r) are described.

Think of re=t(J-1)+j-1, IJ=1,23, ..., j=1, ...,t; J indi-
cates a cycle of iterations and j, the step in the J-th cycle. To initiate the '
calculation of P_(r-rl) from p_(r), calculate d’j -(E(r)) from (2.10J. Theé B

iteration is done by calculation of

™V = emten 57 + w0y Bl 1en e, @D
for successive velues of k, k = 0,},2, ..., where
enla/p{® 651 i 0,0 20 ?
(r) '
A = (3.2)

J 1 othexwvise. .

When aj/pgr) = 4 (g(r)), p_(r*l) = R(r); if this occurs for t successive
values of r, p_(r) = p. then aj/p§r) # °j (p_(r)), compute p_(r*l) (k) and
L™V W) for k=0,1,2, ... until a value k* of k is found for which

L™ an] > 1™, Then

p-(l""l) - n(r*l) (k*)

El-Helbawy and Bradley {1975) show that k* exists and examine the convergence
of this iterative process. The procedure is easy to program on a computer.

Note that P_(r+1) satisfies conditions (2,5) and (2.6) if p_(r) does,

qhis is demonsirated easily for n(ﬂn(k) for all k through use of (3.1),
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the orthonormality of *he rows of En’ and the fact that Em has zero-sum rovis.

ilote also that if n = 0, Dij =0, i#j, Dii =1, ,j=1, ..., t, k=0, and

then ¢j(nfr)) >0 and
(r+1) Y (r+1) _ (1) L
B3 N srs Cre1 v P4 Py Cpyp s 17
632" 7)
where

a, -1/t
Cr+1 = [71——)_(—T—) :l

r T
Py cbj(n

is such that 1 p§r+l) = 1. Then the iterative procedurc is equivalent to the
i

one suggested by Bradley and Terry (1952) and shown to converge by Ford (1957).

4. INWFERENCE AND FACTORIALS

Likelihood estination and likelihood ratio tests werc proposed by Bradley
and Terry in consideration -of the basic model for paired comparisons used here.
In extending those rosults, ve can formulate a single test proccdure that may
be used to test particular treatment contrasts or for the analysis of factorial

treatment combinations.

B
Consider two matrices B and B = [N where 0 <m<m+n < (t-1),
-m =m+n En
Em defined as before and §m+n having zero-surm, orthonormal rows .lle assume that
By(m) = 0 and test the hypothesis,

My By(m =0, (4.1)
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against the alternative,

”a.: Enl(l) #_Qn . (4.2)

Llet n = Ry maximize L(r) given Bont(m = Oy and (1.6) and let Tep,
maximize L(n) given Emlﬁlp = gm and (1.6); both 2 and P, may be
obtained through use of the likelihood estimation procedure given in Sections

2 and 3. The likelihood ratio statistic for testing ll, versus H, siven

Ly - g, is
-2 &n A = 22[n L(po) - n L(Ra]] (4.3)

which, for large values of the nij’ has the central chi-square distribution

with n degrees of freedom as its limiting distribution under H TThen

0"
m=0 and n= (t - 1), the original chi-square test with (t - 1) degrees of
freedom for treatment equality is obtained. The test based on (4.3) may be used
to partition that chi-square with (t - 1) degrees of freedom into several
independent and additive chi-squares for properly chosen and sequenced ortho-
normal sets of contrast hypothesesand designated assumed null contrasts.

An important and natural application of the technique developed is to
experiments wherein the treatments constitute a full or fractional set of

factorial treatment combinations. Tests of factorial effects, main effects

and interactions, may be made directly based on (4.3) and suitably chosen rows

for gm and §m+n‘ Alternatively, the paired comparisons model may be reparam-
eterized to introduce factorial parameters.
Consider a q-factor mixed factorial for which factor s has bs levels,

bs 22, s=1, ..., q and let a = (ul, cens aq) be a voctor desipgnating the




Cr— i w

——

levels of the ( factors for a particular treatment combination. HNow replace

4 =0
o

T. by Ta and 7w, by L if a full factorial is considered, t =

1 1

Factorial parameters are introduced multiplicatively; take

i ii i_ se i
1 1 1r

IR
Q
124

. L . . a, *eeq, EREET
I T O fp<eendd . iy i, 1 q
i "‘i
: ] . r
for all o where 1si, <...<i sq, r=1,..,q,and "“i Lo
1 T

ropresents the r-factor interaction (main effect if r = 1) of factors
il' ceey ir at levels ail, seey O The new factorial paramcters are
T

q q q
n(L+ b)) - 1 in number and must be subject to [N (1 +b.) - T bs]
s=1 s=1 s=1

functionally independent constraints. But (4.4) is linear in the logarithms of

- arameters. The system is exactly analogous to that of the analysis of variance

(anova) of, say, a randomized complete block design with the same factorial

treatment combinations. The anova constraints on anova factorial parameters

1 lc-i i .nci
apply to the 4£n nul ‘a.z . If p, ...: is the likelihood estimator of
i i i i
1 Y 1 T
11'Oli il..'i.
L .__§~ , £n Py ..., 18 the same linear function of the n p, as is
DR oy =

the anova estimator of the corresponding anova interuaction paramcter of the
anova treatment effccts cstimators. Inown algorithms for the analysis of
factorial experiments may be applied in the analysis of factorial treatment
combinations in paired comparisons. An hypothesis of no r-factor interaction

among factors il, e ir is formulated by the specification that the usual

r *i ouvi

. . 1
T (b, - 1) interaction contrasts awong the £n . eeeq are zero, 1
s=1 s i

2 en e
; so n m (XN ﬂ'l q (4.4)

A i gt e

A
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. ; . . 1 T .
specification equivalent to the requirement that each Z£n T eeey, =0 in
1 Ir
il...ir
view of the parameter constraints or that T eeeq., ® 1 for a, = 1, even bi s
i i ] L]
1 T

§ =1, soup T

It has been seen that likelihood estimatcrs p of parameters = under
constraints (2.1) muy be found for various choices of Em In each such situation,
multivariate normal distributions may be specified for the large-sample distri-
butions of /T (p - 1) or of /N [y(p) - y(m)] with means zero and determined

1)
sample variances and covariances for specified trcatment contrasts may be found

variance-covariance matrices where rli:j = mi 3 kijN +> Aij as N -igjn. .+», Large-

and power functions for local alternatives for tests based on (4.3) may be speci-
fied. lhile these results are needed in some aspects of data analysis for

paired comparisons, they will be given by the authors in a subsequent paper.

5. EXAMPLE - A 25 FACTORIAL

Brew strength, roast color, and coffee brand were tho three factors, each
at two levels, in an example of the use of paired couwparisons with factorial
treatment combinations in consumer preference testing, Twenty-six prefersnce
judgments were obtained on each of the 28 possible treatment comparisons. The
data are summarized in Table 1. The three-element vectors a and B designate

the treatment combinations.
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TABLE 1 - Preference Data in Coffec Testing1

Preferred Treatment Not Preferred Total
Treatment Ta TB Preferences
o g: 000 001 010 Oll 100 101 110 111 % .
000 0 15 15 16 1 14 19 16 114 N
001 11 0 10 15 15 1l4° 15 12 92 '
010 11 16 0 15 15 14 18 15 104 b
7
011 10 11 1 0O 14 11 15 13 85 .
100 7 11 11 12 0 9 14 13 77
101 12 12 12 15 17 0 16 18 102
110 7 11 8§ 11 12 10 0 12 71
i 111 10 14 11 13 13 8 14 0 83 \
1

Data provided through the courtesy of liavis B. Carroll and John C. lleimlich
; and of the General Foods Corporation.

Consider the matrix,

r~ -~
1 1 1 1 -1 -1 -1 -1
1 1 -1 -1 1 1 -1 -1
1 -1 1 1 1 -1 1 -
B, = ;5% 1 1 -1 -1 -1 -1 1 1], (5.1)
1 -1 1 -1 -1 1 -1 1
1 -1 -1 1 i -1 -1 1
1 -1 -1 1 -1 1 1 -1
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The overall test of treatment preference equality, cquivalent to that of Dradley

and Terry (1952), is obtained from (4.3) with B in (4.1) equal to B,

(5.1) and m = 0. Under the null hypothesis (4.1), each =1 and L(BOJ in

in

(4.3) is L(ls) - the scale constraint (1.6) is used inste&; of (1.1). In the
analysis summary of Table 2, -2 £n L(ls) is given in the first row. Under

the alternative hypothesis (4.2), m = 0 and EO does not exist; ng) is
naximized subject only to (1.6) with the resultant values of ) and «2 fn L(Ra)
given in rov 2 of Table 2, The chi-square statistic of (4.3) is, by subtraction,
29.58 with 7 degrees of froedom. This value is shown in the totals ro?s of
analysis of chi-square Tables 3 and 4.

The total chi-square may be partitioned in various ways, two of vhich are
shown in Tables 3 and 4. 'le give details on Table 3 and leave the reader to
check Table 4. Ilypothesize no three-factor interaction. Then En = Eﬁ?), the
last row in (5.1), m= 0, B, does not exist and Bin® 24(7). Values of
p and -2 &n L(p) under uo are pgiven in row 3 of Table 2. The chi-square
statistic of (4.3), now with 1 degree of frecedom, is the difference of entries
-2 In L(p) in rows 2 and 3 of Table 2, the valuc being 0,63. Now assume no
three-factor interaction and hypothesize no two-factor interactions; Em = El(?),
En = 25(4,5,6),‘ §m+n = 24(4,5,6,7), the arguments of B indicating the rows.
chosen from (5.1). The required chi-squared statistic from (4.3) has 3 degrees
of freedom and the value 15.34 from rows 3 and 4 of Table 2. This chi-square
may be partitioned in a number of ways and we choose only one of them., Chi-
square statistics, cach with 1 degree of freedom, are calculated for the following
hypotheses and assumptions: (i) No brand, roast color interaction; no three-

factor interaction assumed, (ii) No brand, brew strength interaction, no three-

factor interaction and no brand, roast color interaction assumed, (iii) no roast
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color, brew strength interaction; no three-factor interaction, no brand, roast
color interaction, and no brand, brew strength interaction assumed., The matrices
P-m' En and Emm respectively are (i) E-l ™, _!3_1(6), 2_2(6,7), (ii) 52(6,7),
EI(S), 23(5,6,7), (iii) %(5,6,7), §_1(4), 9_4(4,5,6,7). Pertinent row pairs

in Table 2 are (i) 3,5, (ii) 5,6, (iii) 6,4 and the chi-square values are
0.22, 14,96, 0.15. Three remaining degrees of freedom arc for ‘tests on main
effocts. The following hypotheses and assumptions arc ysed: (iv) No brand
effect, no interactions assumed: (v) No roast color effect; no brand effect

and no interactions assumed; (vi) Mo brew strength effect; no roast color
effect, no brand effect and no interactions assumed. The matrices Em’ En and
P-mm’ the row pairs of Table 2 and the corresponding values of chi-square,

each with 1 depgree of freedom, are as follows: (iv) 24(4,5,6.7), _1_3_1 3,
_[_%_5(3.4,5,6,7), 4, 7, 0,04; (v) 55(3,4,5,6,7), 51(2), 9-6(2'3’4'5’6'7)' 7, 8,
4.29; (vi) 13_6(2,3,4,5,6,7), _12_1(1), 9_7, 8, 1, 9.28, These results are given in
Table 3. The alternative analysis of Table 4 is based on rows 1, 2, 9-14 of
Table 2,

The analyses of Tables 3 and 4 are romarkably similar. 'hile our purpose
has been to illustratec a technique, it is clear from both analyses that brew
strength and roast color have main effects while brand interacts with brew
strength even though it has no main effect,

Pactorial parameters may be ostimated., !le itlustratc using the full factorial
model and p from row 2 of Table 2. DBecause of the constraints on the factorial
paraneters and the one degree of frcedom available for the estimation of cach
main effect or interaction, each main effect or interaction may be obtained from

the vector %571(2). Thus
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TABLE 3 - An Analysis of Chi- Square for the Coffee Data

liypothesis i
‘ YPO e:i Conditions Degrees of Chi
! Tested Assumed Freedon Square
|
i
E No F, offect No F,, Fs, Mo interactions 1 9,28
ﬁ Ho F, effect o Fz, Ho interactions 1 4.29
No F3 effoct ilo interactions 1 0.04
]
No F1F2, FIF,, F2F3 llo FIFZFS interaction 3 15,34
interactions
o FZF3 interaction ilo FIFZFS interaction 1 0.22
; o FIFS interaction No F2F3. FIFZF3 interactions 1 14,96
o Fle interaction No FIFS' FZFS’ FIFZF3 {. 0.1%_
interactions
o FleF5 interaction None 1 0.63
o treatment effocts Hone 7 29.58

| »

1 is brew strength, F2 is roast color, F3 is brand.

-
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TABLE 4 - An Alternative Analysis of Chi Square for the Coffee Data

HYPOthoils Conditions Degrees of Chi
Testod Assuned .. Freedom Square
o Fl effect None 1 9.47
Mo F2 effect No F1 effect 1 4.33
Wo Fg effect Yo Fl’ F, effects 1 0.04
No FIFZ' FIFS‘ FZF3 No main effects 3 15.12

interactions
= -
No Fle interaction lo main effocts 1 0.16
Ho F1F3 interaction ilo main effects, No PIFZ 1 14,73
interaction
lo FZFS inteoraction Mo main effects, llo FIFZ’ 1 0.24
FIFS interactions - -
No F,F_F. interaction lio main effects, lo two- 1 0,62
1°'2°3 ! \ s
factor interactions
No treatment effects Hlune 7 29,58

1 Fl is brew strength,

P, is roast color, F3 is brand,
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: 24 pg * 0.1534 , £ p) = 0.1038 , £npy = 0,009 , &n Dhe = =0.0196 ,

5 &n pgy = 0.1924 , £n p23 « -0.0238 , fnp

123 _ o =
000 = 0-0393

and

; " pp = 11658, pg = 1.1094 , pl = 1,007 , po2 = 0.9806 ,

13

23
Poo

123
Poo

= 1,2122 , Pooo

= 0,9765 , = 1,0401 .

These estimates are listed in the same order as the pertinent rows in B.. The t

remaining factorial parameter estimates are identical to or the reciprocal of

those shown for the same effect or interaction depending on vhethet the sum of '

e e w——

the subscripts is even or odd. For examplc, pi - (1.1658)'1 = 0,8578,

T ¥ A V.51
pll = 00,9806, Poo1

P R . - o — e bamm -y Sy

-

. (1.0401)"} = 09614, - S o |
‘It is seen that the analysis for the factorial treatment combinations in i
paired comparisons is very similar to the analysis of variance for factprials.{.(

Interpretatious are made in the usual way, particularly wvhen the logarithms of i

factorial parameter estimates are considered,

7. CONCLUDING REMARKS

The techniques of this paper provide means for much new flexibility in the
analysis of paired comparisons experiments, Factorial treatment combinations
may be used, Since specified treatment contrasts may be used generally,

fractional factorials are available also. Special treatment contrasts may have

interest ir special exporimental situations,
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It has been notod that convergence of the iteration process given for
solution of likelihood equations, asymptotic variances and covariances for
treatment contrasts, and large-sample propertics of test procedures will be
given in subsequent papers. The similarity of analyses in Tables 3 and 4
suggests that conditions assumed for a test may not be constraining and that
tests in the two tables may be asymptotically equivalent. This possibility

will be investipated,
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